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Triangle ‘Laws’

« Triangle is one of most basic human groups in
social networks

— Friends of friends are friends

C C

Open Triad :: Closed Triad

Triadic Closure Process




Triadic Closure

* Uncovering the mechanism underlying the triadic
closure process can benefit many applications
— Classify different types of networksl"!
— Explain the evolution of social communities!?!
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[1] Milo, Ron, et al. "Superfamilies of evolved and designed networks." Science (2004)
[2] Kossinets, Gueorgi, and Duncan J. Watts. "Empirical analysis of an evolving social network." Science (2006)



Decoding Triadic Closures

» Goal: Uncovering how each closed triad was formed
step by step

y1=(tAB> tBC> tac)
y2=(tBE> th> toe)

— Challenge: Target space is large and continuous.

* Focus on detecting the partial order of the formation
time of the three links in a closed triad




Problem Definition — Decoding Triadic Closure

Input:|social network G=(V,E)

A small set of labeled results Yt

A large set of unlabeled triads {A}Y
Output:|f : {AMYI|G,YH) - YV

Vi=tae™ toc>™ tio) LY -=V5 Yol

y2=(tBE> tBC> tce) {A}U={AACD}
Ys="7 YU={y}




DeTriad

Correlation factor h(): Modeling

the proposed Model

correlation between two triads g D N
DeTriad model *6142@ h(yy¥3) )
u iy n. 7 h(¥4 ¥s)
@e < —- - #(yr yr) — I _ Random variable Y:
Input: Social Network { h(y2 y3) \@ ' | Decoding result
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(T O2lx) Yol g | fslxs)
\\ ./ ™ — | f;(y‘tl 4)

- Local factor f(): Modeling
Iocal information

‘-_—’ f(yslxs).

(ABD) (A,B,C)
Map each triad to a\node @ (C.D,F)
in the graphical mod Triads  (B,CD)

Joint Distribution: P(Y|X, G) H,f (yil@:) |H| yz,ya
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DeTriad Model (cont’)
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Joint Distribution: PY|X, G f (yi| s ’ |

(Y[X.G) = Hf_y_| : )IEL (v )
Local Factor: flyilx:) = = exp{z ar fr(zik, yi)}
Correlation Factor: | P(vs,y5) = —- eXP{Z pekhi(yi, y;) b

(D)_ Ky Rank of BC in ~ABC hyi, y;) = — eXP{Z e Ie(yi, y5)}
-
: -7 K,: Rank of BC in 2BCE Synchronous method ConS|der K=K,
1
h(yi, y;5) = Z—4€XP{ Dtk Doy (vi )}
ki ,kj
Asynchronous method: Consider all possible K, ,K,




DeTriad Model (cont’)

 Objective function: 0(6) =log P(Y*|X,G)=1log ¥ P(Y|X.G)

)/’ l}z’ L

;.
= log S‘J {y“ Yj ok fr( @ik, vi) + Z Z peichr (visus) }

Incorporate partial YIYL Ay k=1 i~ k
labeled information
logy‘{yyakﬁ(lm yz)+Zthk(% i)}
Y Ay k=1 i~k

* Modellearning:  60(9)

Gradient descent  9px Py (wiru 1Y 2,6 e (e )

o Epl-tk, (yi 'Yiq IXvG) [,lk (yz‘ yj)]

« Decoding for
triad A, :

y; = arg max, P(y|Y* X,G)



Experiment Setting

» Code&Data: http://arnetminer.org/decodetriad
« Data Set

— Coauthor network from ArnetMinerl!l
— Year span: 1995 - 2014

— Formation time: the earliest year that two authors collaborate
— 631,463 closed triads, 200,891 nodes

* Local Features
— Demographic features: #pubs and #collaborators for each author

— Interaction features: #common-pubs, #common-conferences, etc.
for each pair of authors

— Social effect features: PageRank score and structural hole
spanner scorel?l of each author

[1] https://aminer.org/
[2] Lou, T., & Tang, J. Mining structural hole spanners through information diffusion in social networks. WWW’13.




Decoding Performance

>20% improvement in terms of accuracy

Algorithm | Spearman | Kendall | Accuracy
Rule 0.4604 0.3525 0.3293
SVM 0.3205 0.2286 0.4121

Logistic 0.3379 0.2407 0.4830

DeTriad-A 0.3060 0.2190 0.5550

DeTriad 0.2716 0.1935 0.5964

Rule: Rank edges directly by the number of coauthor papers on each edge.
SVM: Support Vetor Machine using local features.
Logistic: Logistic Regression using local features.
DeTriad-A: DeTriad defined by an asynchronous method.
DeTriad: DeTriad defined by a synchronous method.




Factor Contribution Analysis
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DeTriad-C: stands for removing correlation features
DeTriad-Cl: stands for further removing interaction features

DeTriad-ClID: stands for further removing demography features




Performance with Different Train/Test Ratio
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DeTriad can capture more information from large training data
because of the correlation factors



Effect of Correlation Factors

 Compare to LRC with correlation features

— Use the # of labeled triads that an edge is the k¥ formed
edge for LRC correlation features
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Correlation factors better model the correlation among triads



Conclusion

* Formulate the problem of decoding triadic closures.

* Propose the DeTriad model integrating correlations
among closed triads and partial labeled information
to solve this problem.

« Show that our model outperforms several alternative
methods by up to 20% in terms of accuracy.
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